Chapter 3: ARQ Protocols
— Reference 1, sections 2.1, 2.4, 2.6-2.9

1. ARQ retransmission strategies

Automatic Repeat reQuest - The reeeidetects a transmission unit ( a frame or a packet or a message )
with an error and asks the transmitter to retransmit that unit.
Problems:

1. Correctnesdoes the receér accept @ery transmission unit once and only once, and place them in
the same order as the source.

2. Efficiency: Hav mary extra transmissions are made aneviouch time is spent in an idle state
Channel model
In a layered architecture, the channel model is the service provided by the lower layers of the

architecture to the layer with the protocol
The services provided by the protocol are provided to the layeve #tsoprotocol

— variable delay
— packets are receid in the same order that thare transmitted.
« This is not the case on the Internet

- A lower layer of the architecture may re-order the packets whgratheeceved out of order
or may simply discard a paekif its sequence number is less than that of a previouslyedcei
packet.

- Exactly hav the sequencing is obtained, depends on the specific protocol that is used at the
lower layer.

- However, the guarantees are obtained does not concern the protocol at this layer.

— On a half-duplex channel, a laer layer coordinates transmissions between the source angereoei
that only one transmits at a time.

— 2types of losses
1. Unit2 neve arrives at he receier

2. Unit4 arives, but an error is detected.
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2. Stopand wait ARQ
— Full duplex channel - the source and re@eican transmit messages to each other at the same time.

— The transmitter periodically transmits a message until it vezein ndication that the recesr has
correctly receied the message, then starts transmitting the next message.

— Indications from the reoesr

+ ACK - Positive a&knowledgement.
Message indicating that the regegihas correctly receed a packet

- Timeout - no response from reosi
Assume that the reaar did not recere the message

« NACK - Neggdive aknowledgement
Message indicating that the reggihas receied a nessage with a transmission error.

- Can reduce the time until a message is retransmitted, since we doeadd hait for a
timeout.

- Cannot detect lost messages
« We will not use MCK's in this part of the work.

« Nack's ae used in some versions of the go-back-N and sete@peat protocols to
reduce delays,

And, in RMP - the reliable multicast protocol - we will shbow NACK’s aan reduce
the number of control messages.

— Importance of numbering
« Unnumbered messages
— round trip delay > the time between retransmissions

— Recever does not knw if it r eceized message 0 or 1
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« Unnumbered ACKS
- round trip delay > the time between retransmissions

- Transmitter does not kmoif ACK is a repeat for message 0 or for message 1

time out
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« Story of HDLC, DCCP-1 -- Unnumbered ACK’s
— Used for 10 years before it was realized that the protocol had this error.
— Originally designed for IBM 2780 remote card reader

— 2 cards stuck together much more often than error occurred andebieveds the same -
a ard is missing
Programmers started numbering the cards so thatcthéd distinguish a missing card
from a programming error

— Need for formal methods for protocol verification
— Lead to probabilistic verification
+ Operation with Numbered messages and acks

— In reference [1] the ack contains the number of thet meessage expected by the
recever.

— Here the ack has the number of the message being acknowledged.
— The two chemes are equdlent
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2.1 Correctness of stop and wait

— Safety: The algorithm neer produces incorrect result.

In this case:
- The recefer neve accepts a packet out of correct order.

- The receier only accepts a packet once

Proof by rule of operation:
- Initially, the receter awaits packet '0’ and only releases that packet.
- At each step the recer waits for packet RN and only releases that packet.

— Liveness:The algorithm does not dead lock.

In this case
« The receier eventually receves packet i, and will then accept packet i+1

- The source will gentually receve ak i, and will then send packet i+1

Proof :

« As long as the recedr is waiting for paclet i, it hasnt sent ack i, and the source will send
packet i
The source periodically sends packet i until it reeseeck i
As long as the probability of recfiig a packet is > 0, the rewer eventually receves packet
i, and sends ack .
Once the receeér receves paclet i, it expects packet i+1, but continues to send askriye
time it receves packet i.

- As long as the source is waiting for ack i, the nesrewvill send ack i
The source periodically sends packet i until it reeseeck i
Eventually the receier receves packet i and sends ack i
Eventually the source will recee ak i and start sending packet i+1



2.2 How large do the packet numbers hee to be?

— We an't havean infinite packet number.
We €nd the padet number modulo N.

— When packets are regeil in the same order that there transmitted,
Numbering the paets and acknowledgements Mod 2 is sufficient.

— Proof:
1. Shav that knowing packdtmod 2 at he receier is sufficient to identify packet i

a. Whenthe receier is expecting packet i, the source will not transmit peteki+1 or
greater

- The source does not send packet i+1 until after ack i isveecei
« When the recgir sends ack i, it is no longer expecting packet i

- Therefore, the source does not send gelapacket number than the reeei
expects.

b. When the receer is expecting packet i, the source will not send a padéss than
packet i-1

- When the recgir expects packet i, the source has sent packet i-1.

« When the source sends patk1, it has receed ack i-1, and will not resend
packet i-2.

c. Thereforewhen the receer expects packet i, it cannot regeij <i—21or j >i

d. imod 2 is sufficient to distinguish between packet i and packet i-1
one is odd, and the other igea.

2. Shav that knaving acki mod 2 at the source is sufficient to identify acknowledgement i that
is receved

a. Wherthe source is waiting for acknowledgement i, §cki cannot be transmitted,
« The source does not send packet i+1 until it xeseick i.
- The recefer does not send ack i+1 until the source sends the packet i+1
b. When the source is expecting ack i, it does notveaek j <i-1
« When the source expects ack i, it has rexkick i-1
« The recerer does not transmit ack i-2 once it has transmitted ack i-1
- The acks are recsid in the order that theare transmitted
- Therefore, ack i-2 will not be reced.
c. Thereforewhen the source expects ack i, it cannot kecaik j <i—1or j >i

d. imod 2 is sufficient to distinguish between ack i and ack i-1



— Operation
+ 4 gate machine:
. State = (Source transmitting, Reagiwaiting for)

« This is an incomplete FSM, as will be shown in the next section.

Even Packet

Odd Packet




2.3 ChannelEfficiency
efficiengy = 7 = fraction of the time channel is used to transfer bits
Ty = time to transmit a packet.

Trg = round trip delay
the time from the start of transmission until an acknowledgement iveécei

Trx = timeout between retransmissions
Teycle time to successfully transmit a packet

P_ = probability that message or ack is lost
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It is important to learn hw to analyze the performance of simple protocols using infinte series in order to
appreciate the power of Zrdnsforms to analyze more complicated systems. This will be discussed in a
later section.



3. Goback N ARQ

Objectives:
1. Allow multiple packets in transmission so that linetisdfe in networks with long delays

2. Acceptall packets in the proper order

Implementation:
— packets are numbered
— The xmitter may xmit up t&N unacknowledged packetd\ is the "windav size".
- If the windaw size is greater than the round trip deldae channel is kept busy continuously

- If the window size is less than the round trip delay there amsts of transmissions - up to the
window size - followed by idle intervals

— The recerer sends an ACK with the number of the last packet in the sequence that it hesdrecei
— When the xmitter recees an &k for packet i, it advances its wingddo i+N

- If the xmitter receies an &k for a packet with a higher number than it expects, it knows that
the receier must hae receved that packet and that the ack for that packet was lost

- There are seral chances to recg an ack before the protocol times out
We don't haveto retransmit eery missing ack

« When the windw size is significantly leger than the RTD, the probability of retransmitting a
paclet is reduced from the probability that the message or the ack is lost - in stopiantbw
the probability that the message is lost

* P gon = Pe instead ofP_ g, =1-(1- Pe)? = 2P, where P is the probability of error on
either the forward or verse channel

+ The probability of retransmitting is cut in half for small error rates
— When the recegr receves a @acket with a larger number than it expects, it discards that packet.

— If the xmitter does not rese an acknonledgement for paak i by a time-out, it goes back and
retransmits that packet and all of the subsequent packets ¥haddmbeen unacknowledged.

3.1 Lower Bound on the Efficiency of GBN
- The windav size is large enough to keep the channel busy continuously

- The probability that a sequence of i peik are receed correctly before an error is
Xi =P (1-P.)

- The arerage length of a correct sequence is
— 0 B
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- Fdlowing each correct sequence, there are at most N packets, thewdmdo that will be
retransmitted.
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3.2 Correctness of go-back-N

« The efficiengisn =

Safety: packets are reged in the order transmitted. The reeai only releases the paets to the upper
layer in the correct order.

Liveness: Eventually a packet is raegi, and gentually the ack for that paek is returned. Therefore, it
continues to makprogress.

3.3 How large a number field do we heae to use?
The correctness is maintained as long as the modulus m > N

« At the Xmitter: I-1 = last acknowledgement number reakfrom the receier.
— The xmitter will only transmit packets with numbers X wheee X <1 + N — 1.

- Therefore, the receér can only transmit ackmdedgement numbers R between
I-1<R<I+N-1
The receier may transmit ack(i-1) if it recees another cog of packet(i-1), but once it receés
packet(i-1) and sends ack(i-1) and wilveesend ack(i-2) again.

. And R-X|< N.

Operation:
1. Insteadf putting X in the packet, the transmitter puts X mod m X = x + km.
- The rule at the recar is that it accepts the packetXf= R, but it only knowsx.
+ The recerer constructsy = R nod m so hatR=r +Im.
s If x-r=0,X-R=(k=1)m.

Since R-X|<N,andm> N, k=landX =R.

- Therefore, the recedr can correctly recge the packet ifx =r, even though it doesn’know
X.
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2. Insteadf puttingRin the ack, the receér putsr = R nod m
+ The rule at the transmitter is that it increa¥e® R+ 1if R= X
« The transmitter doesrknow R, but only knowsr.

- The transmitter calculates = X mod m where X is the number of the next ack that the
transmitter expects to revei

- The transmitter checks—r, wherex = X mod m

« If x=r=0,thenR-X=(1-j)m=0.

since R— X| < N andm > N.
— The transmitter increases the number of the next ack it expeétstX + 1
— The transmitter sends packets frothto X' + N — 1.
« If x-r %0,

A. If [x=r]| <N, R> X, and the ack is for message+ |x —r|

« The next ack that the source expectX'is X + |[x —r|+ 1, and

+ The windav is from X" to X' + N — 1.
B. If|x-r|=N

— This cannot be an ack fof + N, because the source only transmits up to pack
X+N-1.

— Therefore, R< X, and the acknowledgement is a repeat of the
acknowledgement for packt— 1.

C. [x-r|can't be >N, even if m> N, because the source can not transmitted agtack
> X + N -1, and the receér will not ack a packet X — 1 &fter ackingX — 1.
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4. Selectve repeat ARQ

— The objectie d selective repeat is to only retransmit the packets that are in,ah®n re-order the
packets at the reced.

— Used for TCP
— Operation: There are mgmvays to implement seleeg repeat.

. The objectie is to aeate seeral independent stop and wait protocols, that caepkthe
channel busy

- Each stop-and-ait protocol is responsible for dedring its own messages, then the reeei
re-orders the messages.

— When a stop-and-ait protocol successfully transmits its message, it get tké ne
message from the queue of messages that are waiting to be transmitted.

— If one message is lost and must be retransmittedy rtiemes, the messages being
transmitted by the other stop-and-wait protocols may get far ahead of that message.

— In order to control hey far ahead the other protocols may get, we assign a wisde
W that is the maximum distance that we alkbie other protocols to get before waiting.

« In order to reduce the number of messages that are retransmitted because of lost
acknavledgements, Each acknowledgement includes a list of the lower numbered messages
that are missing.

— In dfect, when an ackmdedgement is lost, and the message is not in the list of missing
messages, we can assume that the acknowledgment was transmitted.

— When the transmitter learns that awéos numbered message is missing, if that message
was transmitted before the ackmtedged message it is retransmitted without waiting for
a ime-out

— The lower numbered message maywehdeen transmitted after the ackviedged
message if it being retransmitted by its ARQ protocol.

— One way to implement selee#i repeat is to:
« At the transmitter,
— All packets with numbers less thanhave keen receied.

— The transmitter sends packets frofiio X +W -1
Window size W

— Each transmitted packet has its own tinaad is retransmitted when the timer expires.
— A packet is also retransmitted, and the timer is reset, if a NAK is/edcei
+ At the receier.
— All packets less thaR have keen receied.
— The recerer is willing to recevve packets fromRto R+W — 1.

— Unlike go kack N, when a packet is reced, the windw at the receier may be
advanced by more than one message.
If Ris receved and paclets R+1,R+2,... R+i have dready been recetd and
acknowledged, then the windas advanced tdR+i +1

— When a receir acknowvledges a paak J, if the packet is) > R, it also sends a mgtive
acknowledgment for the packets betwéeto J that are missing.
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+ When acks are reasd at he transmitter fod:
— If J < X, the ack has already been reediand is discarded.
— If J =X, Xis advanced tX + 1
— IfJI>X,

- and there are no missing messages at theveecéien X is adwanced toJ +1,
since the receer has all of the packets prior td.

- If there are missing packets, and those packets were last transmitted pfior to
those packets are retransmitted before the next transmit packet.

« X'is set toJmissingmin

« The timers for all of the packets less thhmhat are not missing are turned, of
since these packetsueabeen receied

— If an acknownledgement is lost for messagebut an acknowledgement fde>i is
receved, messageis noted as being reeed, if it is not in the list of missing messages
with a smaller number.

— Efficieng of Ideal Selectie Repeat

« The windav size is large enough that xmissionvaestops because the transmit windbas
been exceeded.

— The windav size should be greater than the round trip delay or the timeout

— By making the windw size a multiplem of the timeout the source can retransmit the
packet m-1 times before the windds exceeded

— The windav is only exceeded if there are m conseairors in the packet

+ Lost acks can be regered by later ACKS, so that the probability of los$is as in go kack
n, rather than % (1 - P, )? = 2P, — P2, as in $op and wait.

« Ideally, only a lost packet is retransmitted

-1
1/@Q-Py)

— The modulus for message numbering in SelecddRQ is 2W twice as large as in go back N

n :1_P|_

- When the recser acknavledges a packet it may advance from R to Rawd be willing to
accept packets R+2W-1

- If the transmitter misses this Ack, it may retransmit packet R

- The recerer must distinguish packets from R to R+2W-1
Homework

A telephone modem is used to connect a personal computer to a host cofipeitgreed of the modem is
56 kbps, the one-way propatpn delay is 100 ms, the packet size is 256 bytes, and the probability of an
error in a packet is 10,

1. Findthe efficieng of stop-and-wait ARQ.

2. Whatwindow size N is needed todep the channel busy when there are no transmission ewors. F
this windaw size find the efficieng of the go-back-N and seleedi repeat protocols.

37
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Buffer Management

5.1 Beebrth’s protocol [2]
Objective: To retain packet sequence in a virtual circuit revwhen packets are lost on a path, and to

limit the buffering at intermediate nodes

A protocol mechanism, rather than a routing discipline, such as hot-potato routing, is used to limit the
amount of buffering in the network

This protocol is particularly useful in all optical nemks. Some optical switchesveakeen proposed

that transfer signals similar to the double acks.

Implementation

37

1. first packet is the scout and reserves 1 buffer at each node

2. 2 - acks per link

3. A message is periodically retransmitted on a link until ACK 1 isvedei
Ack 1 says that the packet was successfully transferred to the next node
The node can stop transmitting the packet

The transmitting node can discard the packet, since it has been successfully forwardedgeane mak
buffer available to receie another packet.

4. Whenthe huffer becomes\ailable for the next packet, a node sends the node that transmitted the
packet ACK 2

ACK 2 is an nvitation to send the next packet in the message
If ACK 2 is lost the previous node will not transmit the next packet

ACK 2 is periodically retransmitted until the next packet is reeabi
The retransmit time of @K 2 is longer than the retransmit time for messages, so that ACK 2’
are not retranmitted when a message is lost

5. The last packet in a message contains an EOM
When a node recais ACK 1 for the EOM, it does not send ACK2, since there are no more packets
When ACK 1 is receied, the buffer is deallocated

If the final ACK 1 is lost, the node continues transmitting the packet until it ivedcei
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