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Abstract—The design and performance of next-generation chip multiprocessors (CMPs) will be bound by the limited amount of power

that can be dissipated on a single die. We present photonic networks-on-chip (NoC) as a solution to reduce the impact of intrachip and

off-chip communication on the overall power budget. The low loss properties of optical waveguides, combined with bit-rate

transparency, allow for a photonic interconnection network that can deliver considerably higher bandwidth and lower latencies with

significantly lower power dissipation than an interconnection network based only on electronic signaling. We explain why on-chip

photonic communication has recently become a feasible opportunity and explore the challenges that need to be addressed to realize

its implementation. We introduce a novel hybrid microarchitecture for NoCs that combines a broadband photonic circuit-switched

network with an electronic overlay packet-switched control network. This design leverages the strength of each technology and

represents a flexible solution for the different types of messages that are exchanged on the chip; large messages are communicated

more efficiently through the photonic network, while short messages are delivered electronically with minimal power consumption. We

address the critical design issues including topology, routing algorithms, deadlock avoidance, and path-setup/teardown procedures.

We present experimental results obtained with POINTS, an event-driven simulator specifically developed to analyze the proposed

design idea, as well as a comparative power analysis of a photonic versus an electronic NoC. Overall, these results confirm the unique

benefits for future generations of CMPs that can be achieved by bringing optics into the chip in the form of photonic NoCs.

Index Terms—On-chip communication, chip multiprocessors, photonics, emerging technologies.

Ç

1 INTRODUCTION

IN the continual drive toward improved microprocessor
performance, power efficiency has emerged as a prime

design consideration. In fact, the limitations on power
dissipation imposed by packaging constraints have become
so paramount that performance metrics are now typically
measured per unit power [1]. At the chip scale, the trend
toward multicore architectures and chip multiprocessors
(CMPs) for driving performance-per-watt by increasing the
number of parallel computational cores is dominating new
commercial releases [2], [3], [4], [5], [6]. With the future
path clearly toward further multiplication of the on-chip
processing cores, CMPs have begun to essentially resemble
highly parallel computing systems integrated on a single
chip. In this context, the role of the interconnect and
associated global communication infrastructure is becom-
ing central to the chip performance. As with highly parallel
systems, performance is increasingly tied to how efficiently
information is exchanged and how well the growing

number of computational resources are utilized. Thus,
global on-chip communications will play a central role in
the overall performance of future CMPs.

The realization of a scalable on-chip communication
infrastructure faces critical challenges in meeting the large
bandwidth capacities and stringent latency requirements
demanded by CMPs in a power-efficient fashion [7], [8].
Recent research on packet-switched networks-on-chip (NoC)
[9], [10], [11], [12] has shown that carefully engineered shared
links can provide enough bandwidth to replace many
traditional bus-based communication media and point-to-
point links. However, NoCs do not directly address the
power dissipation challenge. With vastly increasing on-chip
and off-chip communication bandwidths, the interconnect
power consumption is widely seen as an acutely growing
problem. It is unclear how electronic NoCs will continue to
satisfy future bandwidths and latency requirements within
the CMP power budget [13].

The insertion of photonics in the on-chip global inter-
connect structures for CMP can potentially leverage the
unique advantages of optical communication and capitalize
on the capacity, transparency, and fundamentally low
energy consumption that have made photonics ubiquitous
in long-haul transmission systems. The construction of
photonic NoC could deliver performance-per-watt scaling
that is simply not possible to reach with all-electronic
interconnects. The photonics opportunity is made possible
now by recent advances in nanoscale silicon photonics and
considerably improved photonic integration with commer-
cial CMOS chip manufacturing [14]. Unlike prior genera-
tions of photonic technologies, the remarkable capabilities
of nanoscale silicon photonics offer the possibility of
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creating highly integrated photonic platforms for generat-
ing and receiving optical signals with fundamentally
superior power efficiencies. These tremendous gains in
power efficiencies for optical modulators and receivers are
driven by the nanoscale device footprints and correspond-
ing capacitances, as well as by the tight proximity of
electronic drivers enabled by the monolithic CMOS plat-
form integration [15], [16], [17], [18], [19]. Photonic elements
have recently become available as library cells in standard
CMOS processes. For the first time, we can practically
consider basing the communication infrastructure of a CMP
on a photonic interconnection network.

In particular, photonic NoCs can deliver a dramatic
reduction in power expended on intrachip global commu-
nications while satisfying the high bandwidths require-
ments of CMPs. Photonic NoCs change the rules of power
scaling: As a result of low loss optical waveguides, once a
photonic path is established, the data is transmitted end-to-
end without the need for repeating, regenerating, or
buffering. In electronic NoCs, on the other hand, a message
is buffered, regenerated, and then transmitted on the
interrouter links multiple times en route to its destination.
Furthermore, the switching and regenerating elements in
CMOS consume dynamic power that grows with the data
rate. The power consumption of optical switching elements,
conversely, is independent of the bit rate, so, once
generated, high-bandwidth messages do not consume
additional dynamic power when routed.1

In this paper, we present photonic NoC as a solution for
high-performance CMP design which leverages the remark-
able progress in silicon photonics to offer a major reduction in
the power dissipated on intrachip communications. The
intrachip photonic infrastructure also offers seamless off-
chip communications. Specifically, we propose a hybrid NoC
microarchitecture that combines a photonic circuit-switched
network with an electronic packet-switched network. We
envision that, in the span of three or four CMOS process
generations, a similar photonic NoC will be implemented as
an additional layer of optical and optoelectronic devices
grown on top of the silicon die and the metal layers
comprising the CMP and possibly with multiple memory
planes in between. This will likely be realized using 3D
Integration (3DI) based on through-silicon via technology
[20] in order to separately optimize logic, memory, and Si
photonics planes. Further, current trends in multicore
architectures suggest that CMPs will soon host a few dozen
complex cores, each containing multiple logic blocks includ-
ing one or more processing units, a local memory, a direct
memory access (DMA) memory controller, and a network
interface. In our vision, the photonic NoC will be the global
communication medium connecting these cores among
themselves and with off-chip memories and devices.

1.1 Paper Organization and Contribution

Early versions of the work presented here were reported in
previous conference publications [21], [22], [23]. In this
paper, we collect the main results presented in these papers
and further extend the work with an improved power

dissipation estimation model and new performance simu-
lation results. This paper is organized as follows:

Section 2 briefly reviews prior work done by researchers
on the integration of optical communication elements in
electronic integrated circuits and, specifically, in micro-
processors. In Section 3, we give an overview of the hybrid
microarchitecture, we explain the rationale behind its
choice and we describe the most important photonic
components that characterize it. In Section 4, we discuss
in detail the critical design issues for the photonic NoC
including: technology building blocks, network topology,
routing algorithms, deadlock avoidance, and path-setup/
teardown procedures.

We developed POINTS, an event-driven network traffic
simulator, to quantitatively evaluate critical design aspects
such as deadlock avoidance/recovery, optimal message
size, path multiplicity (PM), and alternative flow control
mechanisms. In Section 5, we report a series of simulation-
based experimental results that broadly confirm the
potential performance leap offered by the integration of a
photonic NoC in future high-performance CMPs. In
Section 6, we present a comparative power analysis of a
photonic NoC versus an electronic NoC that is designed to
provide the same bandwidth to the same number of cores.
The compelling conclusion of the study is that the power
expended on intrachip communications can be reduced by
nearly two orders of magnitude when high-bandwidth
communications is required among a large number of cores.

Last, we comment on future research avenues.

2 RELATED WORK

Optical communication is widely accepted as an inter-
connection medium for long and medium-reach distances,
typically above 10 m [24]. A large body of research work
exists on the design, fabrication, and performance analysis
of optical interconnects for short-reach applications such as
chip-to-chip interconnection. Studies about intrachip appli-
cations for optical interconnects are not as widely available
because copper interconnects, until recently, have per-
formed sufficiently well in addressing intrachip commu-
nication needs within power constraints.

Collet et al. [25] have studied the relative performance of
optical and electrical on-chip interconnects for CMOS
processes between 0.7 and 0.05 �m. They have concluded
that the penetration of on-chip optical interconnects can be
envisioned in lengths larger than 1,000 times the wave-
length (e.g., 45 �m in a 45 nm process) where they can have
lower power and latency than electronic interconnects. The
work assumes the lasers are integrated into the silicon die
and are directly modulated, thus consuming the bulk of the
power of the optical system.

A multicore processor architecture where remote memory
accesses are implemented as transactions on a global on-chip
optical bus is suggested by Kirman et al. [26]. The work shows
a latency reduction as high as 50 percent for some applica-
tions and a power reduction of about 30 percent over a
baseline electrical bus. Because this design is based on bus
topology, it suffers from obvious scalability limits. The
simulated design connects 64 processing cores organized in
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1. While this is true for the photonic network, the power consumption of
other network components (e.g., E/O and O/E conversion) does scale with
the bit rate, but it is still significantly lower than that of an electronic NoC.
A power analysis follows in Section 6.



four supernodes. It is expected that bus contention will limit
performance when a larger number of nodes are connected in
the bus. Additionally, optical buses are limited in the number
of terminals due to the finite launching power and coupling
losses incurred by each terminal.

An optical NoC based on a wavelength-routed crossbar is
presented by Briére et al. [27]. The crossbar, comprised of
passive resonator devices and routing between an input-
output pair, is achieved by selecting the appropriate
wavelength. This approach, however, requires either widely
tunable laser sources or large arrays of fixed-wavelength
sources with fast wavelength-selection switches. The perfor-
mance of such a system will strongly depend on the ability to
select a wavelength quickly and accurately and its scalability
will be limited by the number of fixed sources (or the tuning
range, if tunable lasers are used).

Intel’s Technology and Manufacturing Group performed
a study evaluating the benefits of optical intrachip inter-
connects [28]. Their conclusion is that, while optical clock
distribution networks are not especially attractive, wave-
length division multiplexing (WDM) does offer interesting
advantages for intrachip optical interconnects over copper
in deep-submicron processes.

Our work builds on these projects and suggests a system
where optical interconnects are used for intercore commu-
nication, thus replacing the global interconnects which are
generally long and stretch across the chip. The penetration
length is reduced by using on-chip modulators and simple
off-chip constant-wave laser sources [14]. The off-chip
lasers are cooled separately, thus dramatically reducing
the chip’s power and heat density. The topology used is of a
distributed network, which is scalable to a large number of
terminals. Current silicon technology is leveraged to design
a system which both consumes low power and is feasible
for fabrication in today’s or near-term silicon-photonic
technology.

3 HYBRID NOC MICROARCHITECTURE

The photonic NoC microarchitecture employs a hybrid
design synergistically combining an optical circuit-
switched network for bulk message transmission and an
electronic packet-switched network for distributed control
and short message exchange. Hence, the term hybrid has a
twofold meaning: It denotes both the concept of combining
a circuit-switched network and a packet-switched network
as well as the idea of combining electronic and photonic
technologies.

While photonic technology offers unique advantages in
terms of energy and bandwidth, two necessary functions
for packet switching, namely, buffering and header proces-
sing, are very difficult to implement with optical devices.
On the other hand, electronic NoCs do have many
advantages in flexibility and abundant functionality, but
tend to consume high power, which scales up with the
transmitted bandwidth [29]. The hybrid approach that we
propose deals with this problem by employing two layers:

1. A photonic interconnection network, comprised of
silicon broadband photonic switches interconnected
by waveguides, is used to transmit large messages.

2. An electronic control network, topologically iden-
tical to the photonic network, is “folded” within the
photonic network to control its operations and
execute the exchange of short messages.

Every photonic message transmitted is preceded by an
electronic control packet (a path-setup packet) which is
routed in the electronic network, acquiring and setting up a
photonic path for the message. Buffering of messages is not
currently feasible in the photonic network as there are no
photonic equivalents for storage elements (e.g., flip-flops,
registers, RAM). Hence, buffering, if necessary, only takes
place for the electronic packets during the path-setup
phase. The photonic messages are transmitted without
buffering once the path has been acquired. This approach
can be seen as optical circuit switching: The established paths
are, in essence, optical circuits (or transparent lightpaths)
between processing cores, thus enabling low-power, low-
latency, high-bandwidth communications.

The main advantage of using photonic paths relies on a
property of the photonic medium, known as bit-rate
transparency [24]: Unlike routers based on CMOS technol-
ogy that must switch with every bit of the transmitted data,
leading to a dynamic power dissipation that scales with the
bit rate [29], photonic switches switch on and off once per
message and their energy dissipation does not depend on
the bit rate. This property facilitates the transmission of
very high-bandwidth messages while avoiding the power
cost that is typically associated with them in traditional
electronic networks.

Another attractive feature of optical communications
results from the low loss in optical waveguides: At the chip
scale, the power dissipated on a photonic link is completely
independent of the transmission distance. Energy dissipa-
tion remains essentially the same whether a message
travels between two cores that are 2 mm or 2 cm apart or
between two chips that are tens of centimeters apart—low
loss off-chip interconnects enable the seamless scaling of
the optical communication infrastructure to multichip
systems.

3.1 Exploiting Photonics in NoC Design

The proposed NoC is comprised of broadband 2� 2 photonic
switching elements (PSEs) interconnected by optical wave-
guides. The PSEs can switch wavelength parallel messages
(i.e., each message is simultaneously encoded on several
wavelengths) as a single unit, with a subnanosecond switch-
ing time. The switches are arranged as a 2D matrix and
organized in groups of four. Each group is controlled by an
electronic circuit termed electronic router (ER) to construct a
4� 4 switch. This structure lends itself conveniently to the
construction of planar 2D topologies such as a mesh or a
torus. A detailed explanation on the design of the PSEs and
the 4� 4 switches is given in Section 4.

Two-dimensional topologies are the most suitable for the
construction of the proposed hybrid microarchitecture. The
same reasons that made them popular in electronic NoCs,
namely, their appropriateness for handling a large variety of
workloads and their good layout compatibility with a tiled
CMP chip [10], still apply in the photonic case. Further, large-
radix switches are very difficult to construct using PSEs, so
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the low-radix switches, the building blocks of mesh/torus
networks, are a better fit. A key advantage of photonic
implementations of meshes and tori is related to the nature of
the guided waves. When two waveguides intersect at a right
angle, as they do many times in mesh and torus networks, the
waves continue propagating in their original direction and
the crosstalk is negligible. This property enables the con-
struction of the photonic NoC in a single layer, above the metal
stack, thus reducing the fabrication complexity, the chip
dimensions, and the total cost.

Torus networks offer a lower network diameter com-
pared to meshes, at the expense of having longer links [30].
Hence, they are a better choice for photonic NoCs since the
transmission power on photonic links is independent of the
length, unlike in copper lines. Topology can also be
employed to address issues caused by the lack of buffering
in photonics. Since the PSEs have small area and power
consumption, many of them can be used to provision the
network with additional paths on which circuits can be
created, thus reducing the contention manifested as path-
setup latency.

Electronic/Optical and Optical/Electronic (E/O and O/
E) conversions are necessary for the exchange of photonic
messages on the NoC. Each core in the CMP, therefore,
includes a network gateway serving as a photonic network
interface. Small footprint microring-resonator-based sili-
con optical modulators with data rates up to 12.5 Gbps
[31] as well as 10 Gbps Mach-Zehnder silicon modulators
[14], [16] and SiGe photodetectors [32] have been
reported and have recently become commercially avail-
able [14] for photonic chip-to-chip interconnect systems
(see Fig. 1). The laser sources, as in many off-chip optical
communication systems [14], can be located off chip and
coupled into the chip using optical fibers or, alternatively,
can be bonded to the silicon die, constructing hybrid-
evanescent laser sources [33].

The network gateways also include some circuitry for
clock synchronization and recovery and serialization/
deserialization. When traditional approaches are used, this
circuitry can be expensive both in terms of power and of
latency. New technological opportunities enabled by the
integration of photonics onto the silicon die may reduce

these costs. An example of such an opportunity is an optical
clock distribution network which can provide a high-
quality low-power clock to the entire chip, simplifying the
clock recovery in the gateways.

Since electronic signals are fundamentally limited in
their bandwidth to a few gigahertz, larger data capacity is
typically obtained by increasing the number of parallel
wires. The optical equivalent of this wire parallelism can be
provided by a large number of simultaneously modulated
wavelengths using WDM [34] at the network interfaces.
The translating device, which can be implemented using
microring resonator modulators, converts directly between
space-parallel electronics and wavelength-parallel photo-
nics in a manner that conserves chip space as the translator
scales to very large data capacities [35], [36]. The energy
dissipated in these large parallel structures is not small, but
it is still smaller then the energy consumed by the wide
buses and buffers currently used in NoCs. The network
gateway interface and corresponding E/O and O/E
conversions occur once per core in the proposed system,
compared to multiple ports at each router in electronic
equivalent NoCs. A study of the power dissipated by the
proposed hybrid NoC and a comparison with an all-
electronic NoC architecture is given in Section 6.

3.2 Life of a Message in the Photonic NoC

To illustrate the operation of the proposed NoC, we
describe the typical chain of events in the transmission of
a message between two ports placed on different cores in
the CMP, for example, a write operation that takes place
from a processing unit in a core to a memory that is located
in another core. As soon as the write address is known,
possibly even before the contents of the message are ready,
a path-setup packet is sent on the electronic control network.
The packet includes destination address information and,
perhaps, additional control information such as priority or
flow ID. The control packet is routed in the electronic
network, reserving the photonic switches along the path for
the photonic message which will follow it. At every router
in the path, a next-hop decision is made according to the
routing algorithm used in the network.

When the path-setup packet reaches the destination port,
the photonic path is reserved and is ready to route the
message. Since the photonic path is completely bidirec-
tional, a short light pulse can then be transmitted onto the
waveguide in the opposite direction (from the destination
to the source), signaling to the source that the path is open.
This technique is similar to the one described in detail by
Shacham and Bergman in [37]. When the optical pulse is
received at the message source, the optical link is
established. The photonic message transmission then
begins and the message follows the path from switch to
switch until it reaches its destination.

After the message transmission is completed, a path-
teardown packet is sent to free the path resources for usage
by other messages. Once the photonic message has been
received and checked for errors, a small acknowledgment
packet may be sent on the electronic control network to
support guaranteed-delivery protocols.

In the case where a path-setup packet is dropped in the
router due to congestion, a path-blocked packet is transmitted
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Fig. 1. Building blocks examples. (a) A silicon nanophotonic wavelength-

insensitive switch [19]. (b) An ultracompact 10 Gbps silicon modulator
[16]. (c) CMOS-compatible waveguides and holographic fiber-coupling

lens for off-chip access [14].



by the dropping router to the source, backtracking the
path traveled by the path-setup packet. The path-blocked
packet releases the reserved switches and notifies the core
attempting transmission that its request was not served.
The source may then attempt transmission again and take
advantage of PM in the network.

4 NETWORK DESIGN

The design of the photonic NoC requires an approach
fundamentally different, in many aspects, from electronic
NoCs. In this section, we describe in detail the proposed
implementation, including the network’s electronic and
photonic building blocks, topology, routing algorithms,
and flow control.

4.1 Building Blocks

The main building block of the photonic NoC is a broadband
PSE, based on a microring-resonator structure. A similar
device, although optically pumped, was recently reported in
[19]. The switch is, in essence, a waveguide intersection,
positioned between two ring-shaped waveguide structures
(i.e., microring resonators). The rings have a certain
resonance frequency, derived from material and structural
properties. The PSE can be in one of two possible states:

. OFF state: The resonant frequency of the rings is
different from the wavelength (or wavelengths) on
which the optical data stream is modulated. Hence,
the light passes through the waveguide intersection
uninterrupted, as if it is a passive waveguide
crossover (Fig. 2a).

. ON state: The switch is turned on by the injection of
electrical current into p-n contacts surrounding the
rings; the resonance of the rings shifts so that the
light, now on resonance, is coupled into the rings,
making a right angle turn, thus causing a switching
action (Fig. 2b).

Photonic switching elements and modulators based on
these effects have been realized in silicon and a switching
time of 30 ps has been experimentally demonstrated [31].
Their merit lies mainly in their extremely small footprint,
with ring diameters of approximately 12 �m, and their low
power consumption of less than 0.5 mW of DC power
when ON and approximately 1 pJ for modulating narrow-
band single-wavelength signals. For switching multiwave-
length broadband signals, the ring resonators are designed
as comb-pass filters with somewhat larger footprints,
consuming 10 mW when ON [15], [18]. When the switches
are OFF, they act as passive devices consuming nearly no

power. Ring-resonator-based switches exhibit good cross-
talk properties (> 20 dB), and a low insertion loss,
approximately 1.5 dB [38].

Recent results reported in [19] (see Fig. 1a) demonstrate
an optically pumped PSE with a measured insertion loss of
2.5 dB in the pass-band, capable of simultaneously switch-
ing nine 40 Gbps wavelengths. The switch is compact ð40�
12�mÞ and has a switching time < 2 ns. It is reasonable to
assume that the loss figures can be improved with
advances in fabrication techniques and that electrically
pumped devices, necessary to enable fabrication and
electronic control will be developed.

The PSEs are interconnected by silicon waveguides,
carrying the photonic signals, and are organized in groups
of four. Each quadruplet, controlled by an electronic circuit
termed an ER, forms a 4� 4 switch (Fig. 3). The 4� 4 switches
are therefore interconnected by the inter-PSE waveguides
and by the metal lines connecting the ERs. Control packets
(e.g., path-setup) are received in the ER, processed, and sent
to their next hop, while the PSEs are switched ON and OFF
accordingly. Once a packet completes its journey through a
sequence of ERs, a chain of PSEs is ready to route the optical
message. Owing to the small footprint of the PSEs and the
simplicity of the ER, which only processes small control
packets, the 4� 4 switch can have a very small area. Based on
the size of the microring resonator devices [19], [31] and the
minimal logic required to implement the ER, this area is
estimated to be about 70� 70�m.

A keen observer will notice that the 4� 4 switch in Fig. 3
is blocking. For example, a message routed from South to
East will block message requests from West to South and
from East to North. In general, every message that makes a
wide turn (i.e., a turn involving three PSEs) may block two
other message requests that attempt to make wide turns.
Messages that make narrow turns (e.g., South to West) and
messages that are routed straight through do not block
other messages and cannot be blocked. To limit the
blocking problem, U-turns within the switches are for-
bidden. The blocking relationships between messages are
summarized in Table 1.

It is an important requirement for an atomic switch to
have a nonblocking property in an interconnection net-
work. Nonblocking switches offer improved performance
and simplify network management and routing. However,
constructing a nonblocking 4� 4 switch with the given
photonic building blocks requires an exceedingly complex
structure. This has a negative impact on the area and,
more importantly, the optical signal integrity, as each PSE
hop introduces additional loss and crosstalk. The design
choice is, therefore, to use the blocking switch because of
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Fig. 2. PSE: (a) OFF state: A passive waveguide crossover. (b) ON

state: Light is coupled into rings and forced to turn. Fig. 3. A 4� 4 switch. Four PSE controlled by an electronic router (ER).



its compactness and to bear its blocking properties in
mind when designing the network topology and routing
algorithm.

It is worth mentioning that different PSE-grouping
schemes can be used where the directions of the waveguides
are flipped, causing the blocking properties to slightly
change. One possible scheme is to group the PSEs as a mirror
image of the current grouping scheme, where the directions
of all waveguides are flipped. The analysis of this case is
identical to the original grouping scheme. In yet another
scheme, the direction of only one pair of waveguides is
flipped (either the vertical or the horizontal). In this case, each
turning message may block one other message.

A related constraint resulting from the switch structure
concerns the local injection/ejection port. Typically, 2D
mesh/torus NoCs use 5� 5 switches, where one port is
dedicated for local injection and ejection of packets. A 5� 5
switch is very simple to implement as an electronic
transistor-based crossbar, but it is quite difficult to build
using 2� 2 PSEs. The injection and ejection of packets is
therefore done through one of the four existing ports,
blocking it for through traffic. This design decision
constrains the topology, as described in Section 4.2.

4.2 Topology

The topology of choice in our design reflects the character-
istics of the entire system—a CMP, where a number of
homogeneous processing cores are integrated as tiles on a
single die. The communication requirements of a CMP are
best served by a 2D regular topology such as a mesh or a
torus [39]. These topologies well match the planar, regular
layout of the CMP and the application-based nature of the
traffic—any program running on the CMP may generate a
different traffic pattern [30]. As explained above, a regular
2D topology requires 5� 5 switches which are overly
complex to implement using photonic technology. We
therefore use a folded-torus topology as a base and
augment it with access points for the gateways. Fig. 4
illustrates an example of a 4� 4 folded torus network with
the augmenting access points.

The access points for the gateways are designed with
two goals in mind: 1) to facilitate injection and ejection
without interference with the through traffic on the torus
and 2) to avoid blocking between injected and ejected traffic
which may be caused by the switches internal blocking.
Injection-ejection blocking can be detrimental to the
performance and may also cause deadlocks. The access
points are designed such that gateways (i.e., the optical
transmitters and receivers) are directly connected to a 4� 4
switch (the gateway switch) through its West port (see
Fig. 4). We assume, without loss of generality, that all of the

gateways are connected to the same port in their respective
switches.

To avoid internal blocking, a set of injection-ejection
rules must be followed: Injected messages make a turn at
the gateway switch, according to their destination, and then
enter the torus network through an injection switch.
Messages are ejected from the torus network when they
arrive at the ejection switch associated with their final
destination. The ejection switches are located on the
network, in the same row as the gateway switch, and this
is the place where the ejecting messages turn. Finally,
ejected messages pass through the gateway switch without
making turns. In Fig. 5, the switches are marked, along with
an example of a path.

Since torus networks are edge-symmetric [30], injection
can be done at any port of the gateway switch as long as the
structure of the access point is rotated accordingly. An
explanation of how this structure can be exploited to reduce
contentions and avoid deadlocks is given in Section 5.2.

The design of the access points contributes to a larger
switch count in the network because every access point
requires three additional switches. However, each switch is
rather small in footprint and power consumption. Conse-
quently, as shown in Section 6, the overall penalty is
minimal compared to the global power savings enabled by
the photonic technology.

Topological means can also be exploited to reduce
contention-generated latency. A network designer, how-
ever, may take advantage of the small footprint to improve
the performance by increasing the PM in the network:
Specifically, the torus network can be augmented with
additional paths, without changing the number of access
points, so that the probability of blocking is lowered and
the path-setup latency is accordingly reduced. Due to the
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TABLE 1
Intermessage Blocking Relations in the 4� 4 Photonic Switch

Fig. 4. A 4-ary 2D folded torus network (thick lines and dark ovals),

access points (thin lines and light ovals), and 16 gateways (rectangles).

One access point is shaded and enlarged.

Fig. 5. Deadlock-avoiding path on the augmented folded torus network.



small footprint of the switches, the simplicity of the routers,
and the fact that the PSEs only consume power when they
cause messages to turn, the power and area cost of adding
parallel paths is not large. The latency penalty that results
from the increased hop-count should be balanced against
the latency reduction achieved by mitigating contention
such that an optimal latency point is found. This issue is
studied in detail in Section 5.4.

4.3 Routing

Dimension order routing is a simple routing algorithm for
mesh and torus networks. It requires minimal logic in the
routers and, being an oblivious algorithm, it simplifies the
router design in terms of area and power consumption. We
use XY dimension-order routing on the torus network, with
a slight modification required to accommodate the injec-
tion/ejection rules described in Section 4.2 above.

Each message is encoded with three addresses: two
intermediate addresses and a final address, encapsulated
within one another. The first address directs the message to
the injection switch on the torus network, causing the
message to make the turn at the gateway switch, as
required by the injection rules (see Fig. 5). The message is
then routed on the torus, using plain XY dimension-order
routing, to the second intermediate address, i.e., the ejection
switch, in the final destination’s row, one column away
from it. Only then is the final address “decapsulated” and
the message is forwarded to the destination gateway,
where it arrives without having to turn, according to the
ejection rules. The address encapsulation mechanism
relieves the routers from processing system-scale consid-
erations when setting up a path and preserves the
simplicity of dimension-order routing in the torus network.

When the torus network is path-multiplied such that
several parallel lanes exist in each row/column, the address
encapsulation mechanism can be used to take advantage of
the PM while preserving the simplicity and obliviousness
of dimension-order routing [30]. The encoding of inter-
mediate addresses can be done with the goal of balancing
the load between parallel lanes, thus reducing the conten-
tion. According to this method, the first intermediate
address will be an injection switch on one of the lanes, as
chosen by the gateway. The ejection among the several
parallel lanes is also chosen by the gateway and encoded on
the second intermediate address. The final address, of
course, does not change. The selection of intermediate
addresses is equivalent to choosing, at random, one among
several torus subnetworks, thus balancing the load among
them. In Section 5.4, we use the load-balancing approach
when evaluating the effect of PM. Alternative methods to
select an intermediate address can be used such as
restricting one lane to high priority traffic or allocating
lanes to sources or designated flows.

4.4 Flow Control

The flow control technique in our NoC differs remarkably
from flow control methods that have been previously
proposed for NoCs. The dissimilarity stems from the
fundamental differences between electronic and photonic
technologies and, particularly, from the fact that memory
elements (such as flip-flops and SRAM) cannot be used to

buffer messages or even to delay them while contention
resolution and header processing are done. Electronic
control packets are, therefore, exchanged to acquire photo-
nic paths and the data are only transmitted, with a very
high bandwidth, once the path has been acquired.

The path acquisition procedure requires the path-setup
packet to travel a number of ERs and undergo some
processing in each hop. Additionally, the packet may
experience blocking at certain points in its path, further
contributing to the setup latency. Once the path is acquired,
the transmission latency of the optical data is very short
and depends only on the group velocity of light in a silicon
waveguide: approximately 6:6� 107 m/s [40] or 300 ps for
a 2 cm-path crossing a chip. Hence, the overall NoC
essentially becomes a fast circuit-switched network, where
the path-setup latency is much longer than the transmission
latency. Still, path-setup latency is on the order of
nanoseconds, a very short time compared to conventional
circuit-switched networks where the typical setup time is in
the millisecond range. Therefore, when packet sizes are
fairly large, the setup time in our NoC can be considered
fast and the network can handle packet-switched traffic
with reasonable latency. The timing diagram in Fig. 6
illustrates the timing discrepancy.

For short messages, in a lightly loaded network, the
largest latency component is the zero-load path-setup
latency. If, conversely, the NoC is heavily loaded, the
path-setup latency is contention dominated. Namely, most
of the latency is the time spent by the path-setup packets in
the routers’ internal buffers. Path-setup packets are
buffered when they are blocked by contention and are
only released when the blocking message has been cleared.
This approach, however, suffers from increased latency,
especially for large message sizes. An alternative solution is
to reduce the buffering depth in the router while relying on
path multiplicity. In the extreme case, the buffer depths in
the routers are reduced to zero, path-setup packets are
dropped on contention, and the originating sources are
immediately notified by a packet-dropped packet. The
sources can then exploit the network’s PM to attempt
transmission on a different path and throughput can be
improved significantly. Experimental results on a study
comparing these methods are reported in Section 5.5.

The optimal size of a photonic message in a given
implementation of the photonic NoC depends on the
network size, on the latency of the individual components
(routers, photonic links, electronic links, etc.), and on the
bandwidth of the gateways. Further, it is critical to account
for the path-setup latency. While one would want to
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Fig. 6. Qualitative timing diagram of (left) a successful message setup

and (right) a blocked setup request.



minimize the setup time overhead by using large messages,
their size should be kept small enough to allow for good
flexibility and link utilization and to avoid excessive
serialization latencies. Clearly, exchanges of small mes-
sages, such as memory read requests, write acknowl-
edgments, and cache-coherency snoop messages, pose a
challenge in terms of efficiency. When large memory pages
or long cache lines are exchanged, instead, the photonic
network is utilized much more efficiently. Our hybrid NoC
microarchitecture represents a communication medium
with unique performance features for the latter case (i.e.,
large messages) while making it possible to address the
problem of exchanging small packets in an elegant way. In
fact, small messages can be exchanged on the control
network, which is essentially a low-bandwidth electronic
NoC, while not requiring large resources in terms of
additional circuitry or power dissipation. Long-lasting
connections can be set up between processing cores that
are expected to communicate frequently, thus providing a
high-bandwidth link with minimal latency and low power
consumption on which packets of any size can be
transmitted.

Another favorable communication model for commu-
nications between processing cores is DMA, where large
blocks of data are exchanged between memory modules
with minimal CPU overhead. Considering the path-setup
overhead in the photonic NoC, DMA can be configured to
use memory transactions that are fairly large and are
planned in advance. The DMA overhead messages can be
transmitted over the control network while the optical path
is being set up. Hence, some of the path-setup latency can
overlap with the DMA overhead to reduce the total latency.
In Section 5.3, we present experimental results for DMA
communications on the proposed photonic NoC and look at
optimal block sizes.

5 DESIGN ANALYSIS AND OPTIMIZATION

A key stage in the development of the ideas presented
above is their functional validation using simulation.
Further, a quantitative performance study, using a variety
of traffic loads, must be carried out to evaluate alternative
topologies, routine algorithms, and flow control techniques.

We developed a new event-driven simulator that is
specifically tailored to provide support for the design
exploration of the proposed photonic NoC. After describing
the simulation setup, in the next sections, we report the
results of several studies performed using the simulator.
The first study is about avoiding deadlock, while the others
explore various performance optimization techniques to
increase PM, limit the path-setup procedure overhead, and
determine the optimal message size.

5.1 Simulation Setup

We developed POINTS (Photonic On-chip Interconnection
Network Traffic Simulator), an event-driven simulator
based on OMNET++ [41]. OMNET++ is an open-source
simulation environment that provides good support for
modular structures, message-based communications
between modules, and accurate modeling of physical layer
factors such as delay, bandwidth, and error rate.

We implemented a highly parameterized model, which
enables a broad exploration of the design space, and we use
it to analyze the case study of a 36-core CMP, organized in a
6� 6 planar layout, built in a future 22-nm CMOS process
technology. The chip size is assumed to be 20 mm along its
edge, so each core is 3:3� 3:3 mm in size. The network is a
6� 6 folded-torus network augmented with 36 gateway
access points (Fig. 4 presents a similar, albeit smaller,
network—for clarity purposes), so it uses a matrix of 12�
12 switches. The ERs, each located at the center of a switch,
are spaced by 1.67 mm and the PSEs (576 are used) are
spaced by 0.83 mm.

The area and spacing considerations dictate the timing
parameters of the network, as modeled in simulation. We
assume a propagation velocity of 15.4 ps/mm in a silicon
waveguide for the optical signals [40] and 131 ps/mm in an
optimally repeated wire at 22 nm for the electronic signals
traveling between ERs [42]. The inter-PSE delay and
interrouter delay are, therefore, 13 and 220 ps, respectively.
The PSE setup time is assumed to be 1 ns and the router
processing latency is 600 ps, or three cycle times of a 5 GHz
clock.

Message injection processes in NoC simulation models are
typically Bernoulli or modulated-Bernoulli processes, which
work well with packet-switched slotted network. Since our
microarchitecture resembles circuit switching more than
packet switching, we model the intermessage gap as an
exponential random variable with a parameter �IMG. In the
simulations reported in this paper, we use uniform traffic.
While this traffic pattern does not necessarily model the
actual loads presented to the network in a CMP, it serves well
as an initial measurement technique to demonstrate the
capacity of the network and as a reference to use in future
measurements.

5.2 Dealing with Deadlock

Deadlock in torus networks has been studied extensively.
When dimension-order routing is used, no channel-
dependency cycles are formed between dimensions, so
deadlock involving messages traveling in different dimen-
sions cannot occur [30]. Virtual channel flow control has been
proven successful in eliminating intradimension deadlocks
[43] and make dimension-order routing deadlock free.
These results assume that each router in the torus network
is internally nonblocking. As described in Section 4, this is
not the case in our network. Area and technology
constraints lead us to use a 4� 4 switch which has some
internal blocking between messages. We recall that every
wide turn in the switch may block two other wide turns.
Messages that make narrow turns and messages that pass
straight through do not block other messages and cannot be
blocked. U-turns are forbidden. Hence, we are required to
1) evaluate the topology, 2) find when deadlocks may
occur, and 3) develop solutions to avoid them. In Section 4,
we explained the injection-ejection mechanisms that are
illustrated in Fig. 5. They include the separation of injection
and ejection to different switches so that turns that may
block other messages cannot occur in the same switch. To
prove this, we inspect each of the three switches compris-
ing the access point and show that, by design, deadlock
cannot occur in any of them:
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. Gateway switch. Injected messages are required to
make a turn toward the injection switches. Ejected
messages arrive from the ejection message and pass
straight through. Therefore, blocking cannot hap-
pen.

. Injection switch. Messages traveling on the torus
network do not turn to the injection paths, so no
blocking interactions exist between them and the
injected messages.

. Ejection switch. Messages may arrive only from the
torus network and either turn for ejection or
continue straight through. Since no messages arrive
from the gateway switch, none of the blocking
interactions may happen.

In Fig. 7, the three switches are shown with all possible
paths marked on them. One could verify that none of the
internal blocking scenarios (listed in Table 1) can occur.

Even though injection-ejection blocking situations are
completely avoided and so are the associated performance
penalty and possible deadlocks, the problem of intradimen-
sional blocking of dimension-order routing still remains.
The accepted solution for this problem is virtual channel
flow control where the channel dependencies are removed
by splitting the physical channel into several virtual
channels that compete with each other for router band-
width [43]. This approach is difficult to implement in a
circuit-switched network where the channel bandwidth
cannot be divided between several circuits.

One way to solve the intradimensional deadlock
problem is to use path-setup timeouts. When a path-setup
packet is sent, the gateway sets a timer to a predefined time.
When the timer expires, a terminate-on-timeout packet is sent
after the path-setup packet. The timeout packet follows the
path acquired by the path-setup packet until it reaches the
router where it is blocked. At that router, the path-setup
packet is removed from the queue and a path-blocked packet
is sent on the reverse path, notifying the routers that the
packet was terminated and the path should be freed. This
allows the system to recover from a potential deadlock.
While this method suffers from some inefficiency because
paths and gateway injection ports are blocked for some
time until they are terminated without transmission, it
guarantees deadlock-recovery.

In an alternative method, the path-setup packet is not
deadlocked but merely delayed and it reaches its destina-
tion while the timeout packet is en route. In these cases, the
timeout packet reaches the destination gateway where it is
ignored and discarded and the path is acquired as if the
timeout has not expired. This method has been tested in
extensive simulations and has been shown to be effective in
resolving deadlocks.

5.3 Optimizing Message Size

In order to maintain the network efficiency as well as its
flexibility and link utilization, the message duration should
be carefully picked. If too large messages are used, then
link utilization is compromised and serialization latency is
increased. On the other hand, if messages are too small,
then the relative overhead of the path-setup latency
becomes too large and efficiency is degraded. Of course,
there is no technical reason preventing us from granting
full freedom in message-sizing to each core, but this may
cause starvation and unfairness. In this section, we study
the optimal size with respect to the overhead incurred in
the path-setup process under the assumption that it is
constant across all messages.

We define the overhead ratio as

� ¼ Tpath�reservation
Tmessage�duration

;

where Tpath�reservation is defined as the time between the
transmission of the path-setup packet and the transmission
of the path-teardown packet and Tmessage�duration is the time
during which actual transmission takes place, correspond-
ing to the size of the message (see Fig. 6). Obviously, � � 1
and the smaller the value of �, the higher the network
efficiency.

We pick the message size by setting a desired overhead
ratio and finding the smallest message size for which the
selected ratio is not exceeded. In an unloaded network, if
the maximum allowed overhead is 20 percent, then the
maximum overhead ratio is � ¼ 1:25. This limit is met by
messages with duration larger than 50 ns for the longest
path, which consists of 13 hops.

The next step is to simulate a loaded network when the
global message duration is 50 ns. Naturally, the overhead
will be larger when the network becomes loaded with
traffic from other cores as path acquisition is expected to
take longer due to blocking. To evaluate the effect of
congestion on the message setup overhead, we transmit
50 ns messages from all cores with uniformly distributed
addresses. The load on the network is regulated by
controlling the distribution parameter of the exponentially
distributed intermessage gap ð�IMGÞ. The load offered ð�Þ
to the network is then given as

� ¼ Tmessage�duration
Tmessage�duration þ 1

�IMG

:

At the limit of constant transmission by all sources

ð 1
�IMG
! 0Þ, the offered load approaches 1 and, when the

intermessage gap is very large ð 1
�IMG
!1Þ, the offered load

approaches zero. The results of the congestion experiment

are reported in Fig. 8, showing that the overhead in a loaded

network, even lightly loaded, is larger, as was expected. The

overhead ratio rises quickly to a value of 3 (or a path-setup

latency of 100 ns) for loads exceeding a 0.6 value. Clearly, the

increased congestion and its detrimental effects on the

latency must be dealt with. Adaptive routing algorithms,

which use information about the availability of adjacent

paths when making a routing decision, can be used to locate

alternative paths for messages and reduce the blocking
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message-paths are marked to demonstrate that no blocking interactions

occur.



probability. One must also remember that the network is

simulated under uniform traffic. Typical application in CMP

environments is expected to generate more localized traffic

patterns which can be routed more efficiently by the network.
To allow better understanding of the effect of the

message size on the network’s performance and to confirm
the choice of the overhead threshold (20 percent), we
completed additional simulations using a more realistic
DMA model. We note that, with a peak transmission rate of
960 Gbps (using WDM, see Section 6.2), 50 ns can be used to
transmit a 6 Kbyte message, e.g., a DMA block. Accurate
modeling of a DMA transaction requires the knowledge of
the specific implementation of the DMA hardware [7].
However, interesting data points can be obtained by
simulating the effects of the block size on the latency and
on the average bandwidth of the photonic NoC for the
cases of an unloaded network and a heavily loaded
network ðoffered load ¼ 0:85Þ. Using the POINTS simulator,
we obtained the results reported in Fig. 9 for a peak
transmission bandwidth equal to 960 Gbps.

As predicted, for small block sizes ð� 1 KbyteÞ, the
overall latency is dominated by the path-setup overhead,
which is greater than the serialization latency, because of
the extremely large transmission bandwidth. DMA blocks
of this size will clearly be inefficient. On the other hand,
whenever very large blocks ð� 65 KbytesÞ are used, the
increased serialization and contention latencies oversha-
dow the gain in bandwidth, which is diminishing for large
blocks. Therefore, in the presence of this trade-off, the
optimal DMA block size for the transactions over the
photonic NoC ranges between 4 and 16 Kbytes. This result
is consistent with the 50 ns result obtained earlier.

An alternative technique to reduce the path-setup
latency by relieving contention is increasing the PM by
augmenting the network with parallel lines. This approach
is considered in the next section.

5.4 Increasing Path Multiplicity

One of the advantages of packet-switched networks lies in
the statistical multiplexing of packets across channels and
its extensive usage of buffers. These allow for distribution
of loads across space and time. In a photonic circuit-
switched network, there is no statistical multiplexing and
buffering is impractical. Additional paths, however, can be
provisioned, over which the load can be distributed using
either random load-balancing techniques or adaptive

algorithms that use current information on the network
load. As discussed in Section 4, the topology chosen for the
proposed network, a torus, can be easily augmented with
additional parallel paths that provide path multiplicity and
facilitate this distribution of the load. The performance
metric used to evaluate the improvement gained by adding
the paths is again the path-setup overhead ratio, which is
derived directly from the path-setup latency.

Like in the previous experiment, we set Tmessage�duration at
50 ns. TIMG is exponentially distributed with a parameter
�IMG which is, again, varied to control the offered load.
Networks with path multiplicity values of 1-4 are simu-
lated, where a value of 1 represents the baseline 6� 6 torus
with 36 access points and a value of 4 represents a 24� 24
torus, also with 36 access points. Naturally, PM presents an
overhead in terms of hardware and increased zero-load
latency as a result of the larger network diameter. Table 2
lists the numbers of switches required to implement each of
the networks simulated. If we assume that the area of the
4� 4 switch is about 5,000 �m2, then, theoretically, more
than 80,000 such switches can be integrated in the photonic
layer of a 400 mm2 die. The power dissipated by the
diversified network scales sublinearly with the number of
switches as switches only consume power when they cause
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Fig. 8. Overhead ratio as a function of offered load for 50 ns messages

in a 36-core photonic NoC (6� 6 torus, no PM).

Fig. 9. (a) Average latency and (b) bandwidth for network transaction of

different sizes in 36-core photonic NoC (12� 12 torus).

TABLE 2
NoC Switch Counts as Function of Path Multiplicity Values



a message-turn. The number of turns is fixed and
independent of the number of switches, thereby setting a
strict upper bound on the power expended in forwarding
the photonic message regardless of the actual physical
distance traveled. A more detailed power analysis is given
in Section 6.

The simulation results are reported in Fig. 10. First, as
expected, the increased network diameter caused by the
provisioning of paths actually increases the latency when
the network is lightly loaded and blocking is not frequent.
As the network becomes congested, message blocking
starts to dominate the path-setup latency and the additional
paths, which reduce the blocking, dramatically reduce the
latency, thus contributing to a more efficient network.

Second, path multiplicity clearly has a diminishing
return beyond a �3 factor. When the path multiplicity is
too large, the additional paths lead to a large network
diameter and zero-load latency, while making only a minor
reduction in network blocking. In fact, for the simulated
test case, it can be argued that the performance gain
achieved by a �3 path multiplicity is too small to justify the
increase in the optical layer density and fabrication
complexity. In any case, a �2 path multiplicity increase
does offer dramatic performance gains. Clearly, for any
system, these design issues should be modeled, studied,
and evaluated carefully against physical design constraints
(e.g., waveguide routing space limits) in the preliminary
design and microarchitecture phases.

5.5 Evaluating Path-Setup Procedures

In Section 5.3, we showed how the network throughput and
performance is determined by the path-setup overhead.
Reductions in path-setup latency translate to improved
efficiency of the network interfaces and to higher average
bandwidth.

For a given source-destination pair, the setup latency can
be expressed as D ¼ ðH � 1Þ � tp þ tq, where H is the
number of hops in the packet’s path, tp is the processing
latency in each router, and tq is the total additional latency
due to contentions. As discussed in Section 4.4, contention
in the path-setup phase can be handled by blocking the
path-setup packet until the path is cleared. Simulations
show that tq is a major contributor to the overall setup
latency, especially when the network is heavily loaded.
Notice, however, that the actual processing latency in the
path-setup phase, which is equal to ðH � 1Þ � tp, is typically

much lower than the contention-based latency. Hence, in
order to decrease the contention-based setup latency tq, one
can use an alternative method that consists of immediately
dropping any path-setup packet that is blocked instead of
buffering it. This allows reducing the buffering depth in the
ER down to zero, thus simplifying its circuitry. On the other
hand, it requires that a packet-dropped packet be sent on the
control network in the opposite direction to notify the
sender. Then, the sender can immediately attempt to set up
an alternative path, exploiting the network’s path multi-
plicity. With an adequate level of path multiplicity, it is
reasonable to assume that an alternative path can be found
faster than it would take for the message obstructing the
original path to be torn down.

We used the POINTS simulator to evaluate this idea in
the case of the same 36-core CMP system discussed above
and assuming an optical message size equal to 16 Kbytes
and a path multiplicity factor equal to �2. The simulation
results are reported in Fig. 11: By setting the buffer depth to
0, i.e., dropping every blocked packet and immediately
notifying the sender, the path-setup latency can be reduced
by as much as 30 percent when compared to the case where
path-setup packets are not dropped on contention (buffer
depth of 2). When a buffer depth of 1 is simulated, i.e., a
single path-setup packet may be queued in each direction
in each electronic router, the latency reduction is smaller.

The peak optical bandwidth per port in the simulations,
using WDM, is set at 960 Gbps. The average bandwidth is
calculated as the product of the peak bandwidth and the
fractional time, in steady state, that can be allocated for
actual transmission of the optical messages, after messages
have been set up. The average bandwidth results are also
shown in Fig. 11, demonstrating a maximum sustained
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Fig. 10. Overhead ratio versus offered load for varying values of path

multiplicity (PM). The corresponding network sizes are given in Table 2.

Fig. 11. (a) Average path-setup latency and (b) bandwidth as a function

of buffer depth in a 36-core photonic NoC (12� 12 torus).



bandwidth, or throughput, of approximately 53 Gbytes/s.
This result, 45 percent of the peak possible bandwidth, is
considered quite good for an interconnection network and
can even be improved with better routing algorithms and
when more realistic and localized traffic patterns are
applied onto the network.

6 COMPARATIVE POWER ANALYSIS

The main motivation for the design of a photonic NoC is
the potential dramatic reduction in the power dissipated on
high-bandwidth communications. To evaluate this power
reduction, we perform a comparative high-level power
analysis between two equivalent on-chip interconnection
networks for CMPs: a photonic NoC and a reference
electronic NoC. They are equivalent in the sense that both
networks must provide the same bandwidth to the same
number of processing cores. For our case study, we assume
a CMP implemented in a future 22 nm CMOS technology
and hosting 36 processing cores, each requiring a peak
bandwidth of 800 Gbps and an average bandwidth of
512 Gbps. These numbers match widely accepted predic-
tions on future on-chip bandwidth requirements in high-
performance CMPs. We will see that, in this high-
bandwidth realm, photonic technologies can offer a
significant reduction in the interconnect power. We assume
a uniform traffic model, a mesh topology, and XY
dimension-order routing. Of course, different conditions
can be used, but, as our goal is to provide an equal
comparison plane, this choice provides a simple “apples-to-
apples” comparison.

6.1 Reference Electronic NoC

The reference electronic network is a 6� 6 mesh, where each
router is integrated in one processor tile and is connected to
four (or fewer) neighboring tiles. A router microarchitecture
that is based on an input-queued crossbar with a 4-flit buffer2

on each input port has been widely proposed in the NoC
literature [10], [39]. The router has five I/O ports: one for the
local processor and one for each of the four network
connections with a neighbor tile (N, S, E, and W). We
estimate the power expended in an electronic NoC under a
given load using the method developed by Eisley and Peh
in [44]: This assumes that, whenever a flit traverses a link
and the subsequent router, five operations are performed:

1. reading from a buffer,
2. traversing the routers’ internal crossbar,
3. transmission across the interrouter link,

4. writing to a buffer in the subsequent router, and
5. triggering an arbitration decision.

The energy required for a single hop through a link and a
router ðEFLIT�HOP Þ is the sum of the energies spent in these
operations. Table 3 reports the values of the energy spent in
these operations (buffer reading and writing energies are
combined, arbiter energy is neglected) that were obtained
with the ORION NoC simulator [45]. ORION accounts for
the static energy dissipated in the router and converts it to a
per-bit scale. EFLIT�HOP , the energy expended to transmit
one flit across a link and a subsequent router, is computed
based on the energy estimates in Table 3 as well as the link
length and flit-width, which vary for different technology
nodes. The total energy expended in a clock cycle can be
computed as

ENETWORK�CYCLE ¼
XNL

j¼1

ULj � EFLIT�HOP ;

where ULj is the average number of flits traversing link j
per clock cycle, an estimate on the utilization of link j.
Then, the power dissipated in the network is equal to

PN ¼ ENETWORK�CY CLE � f;

where f is the clock frequency. For a 6� 6 mesh under
uniform traffic using XY routing and an injection rate of
� ¼ 0:625, the global average link utilization is �U ¼ 0:75.
Hence, the energy expended in a clock cycle in the
reference electronic NoC (which has 120 links) is

ENETWORK�CY CLE ¼ 0:75 � 120 � EFLIT�HOP

and the total power dissipated is estimated as

PE�NoC ¼ ENETWORK�CYCLE � f:

The results are given in Table 4. The main conclusion that
can be drawn from this analysis is that, when a truly high
communication bandwidth is required for on-chip data
exchange, even a dedicated, carefully designed NoC may
not be able to provide it within reasonable power
constraints. Since the electronic transmission is limited in
bandwidth to a few gigahertz at most, high transmission
capacity requires the use of many parallel lines and wide
buffers [10], which lead to high power dissipation for
transmission and buffering. Admittedly, the above analysis
is based on a simple circuit implementation, but, even if
aggressive electronic circuit techniques such as low-swing
current mode signaling are employed, the overall NoC
power consumption that is necessary to meet the commu-
nication bandwidth requirements in future CMPs will
likely be too high to manage within the tight packaging
constraints [1].
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Predictions for Future Technology Nodes

TABLE 4
Power Consumption of Electronic NoC

2. A flit is the minimal flow control unit, equal to the number of bits that
cross the link in a clock cycle, i.e., the link width.



6.2 Proposed Photonic NoC

Since our NoC is based on a hybrid microarchitecture, its
power dissipation can be estimated as the sum of three
components: 1) the photonic data-transfer network, 2) the
electronic control network, and 3) the O/E and E/O
interfaces.

6.2.1 Photonic Data-Transmission Network

Path multiplicity is a low-power cost-effective solution to
compensate for the lack of buffers in the photonic network. In
this design, we assume a path multiplicity factor of 2,
meaning a 12� 12 photonic mesh, comprised of 576 PSEs
(144 4� 4 switches), serves the 6� 6 CMP. The power
analysis of a photonic NoC is fundamentally different from
the electronic network analysis since it mainly depends on
the state of the PSEs: In the ON state, when the multi-
wavelength message is forced to turn, the power dissipated
is approximately 10 mW [15], [18], while there is no
dissipation in the OFF state when a message proceeds
undisturbed or when no message is forwarded.

Hence, the total power consumption in the network
depends on the number of switches in the ON state, which
can be estimated based on network statistics and traffic
dynamics. We assume that, in the photonic NoC, each
message makes, at most, four turns, based on the 3-stage
routing algorithm described in Section 4.3. In the photonic
network, we assume a peak bandwidth of 960 Gbps,
exceeding the 800 Gbps requirement, and an injection rate
of 0.6, so the average bandwidth is 576 Gbps. The average
number of messages in the network at any given time is
calculated as 36� 0:6 ¼ 21:6. The average number of PSEs
in the ON state is about 86 in a 576-PSE NoC. Hence, the
total power consumption is estimated as

PP�NoC;transmission ¼ 86 � 10 mW ¼ 860 mW;

dramatically lower than anything that can be approached
by an electronic NoC.

6.2.2 Electronic Control Network

The power analysis of the electronic control network is
based on the fact that this is essentially an electronic packet-
switched NoC, i.e., similar to the reference electronic NoC
that we discussed in Section 6.1 except for the larger
dimensions (12� 12 compared to 6� 6). We assume that
each photonic message is accompanied by two 32-bit
control packets and the typical size of a message is 2 Kbytes.
Then, the total power consumed by the electronic control
network can be approximated as

PP�NoC;control ¼ PE�NoC � 2 �
32

16; 384
� 2 ¼ 0:82 W:

If the electronic control network is utilized lightly, the
impact of static power becomes more dominant in the
overall NoC power budget. However, recent technological
breakthroughs in semiconductor processes, namely, Intel’s
45 nm process leveraging high-K dielectrics, have been
shown to reduce the gate leakage more than 10-fold [46].
Having dramatically reduced the gate leakage, channel
leakage remains the major challenge. Given past trends in
semiconductor technology, it is reasonable to expect that a
solution will be found.

6.2.3 Network Interfaces

To generate the 960 Gbps peak bandwidth, we assume a
modulation rate of 40 Gbps on 24 wavelengths, as was
demonstrated in [34]. The modulated data streams are
grouped using passive WDM multiplexers, so power is
dissipated mainly in the 24 modulators and 24 receiver
circuits in each gateway. Since there is presently no
equivalent to the International Technology Roadmap for
Semiconductors (ITRS) [1] for the photonic technology,
predictions on the power consumption of photonic ele-
ments vary greatly. A reasonable estimate for the energy
dissipated by a modulator/detector pair, at 10 Gbps, today
is about 2 pJ/bit, based on recent results reported by IBM
[16]. We estimate that, using silicon ring-resonator mod-
ulators and SiGe photodetectors, the energy will decrease
to about 0.2 pJ/bit in the next 8-10 years. Consequently, the
total power dissipated by 36 interfaces under the conditions
described above is

PP�NoC;gateways ¼ 0:2 pJ=bit� 36� 576 Gbps ¼ 4:2 W:

Supplementary circuits that are usually required for the
implementation of optical receivers (e.g., clock-data recov-
ery, serializer/deserializer, and dispersion compensation),
are not needed in an ultrashort link in which the
modulation rate is equal to the chip clock rate [13]. As
most of the power consumed by optical receivers is usually
due to these circuits [24], the power saving potential is
large. The off-chip laser sources consume an estimated
power of 10 mW per wavelength. Although a large number
of lasers are required to exploit the bandwidth potential of
the optical NoC, their power is dissipated off-chip and does
not contribute to the chip power density.

Putting things together, the estimated power consumed
by the photonic NoC to exchange data between 36 cores at
an average bandwidth of 576 Gbps is given by the sum of
the three components and is equal to � 6 W. Although the
power analysis used here is rather simplistic and uses
many assumptions to ease the calculation and work around
missing data, its broader conclusion is clear. The potential
power difference between photonics-based NoCs and their
purely electronic counterparts is significant. Importantly,
once generated, the power consumed by propagating the
optical signals off-chip across the system is essentially
negligible and can enable true scaling for off-chip CMP
high-bandwidth communications. Even when one accounts
for inaccuracies in our analysis and considers predicted
future trends, the advantages offered by photonics repre-
sent a clear leap in terms of bandwidth-per-watt performance.

7 CONCLUDING REMARKS

We have proposed the idea of building a photonic NoC
for future generations of CMPs. The motivation behind
our work is rooted in the intersection of several
technological trajectories from different fields. First,
multicore processors step into an era where high-
bandwidth communications between large numbers of
cores is a key driver of computing performance. Second,
power dissipation has clearly become the limiting factor
in the design of high-performance microprocessors.
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Moreover, the power dissipated on intrachip communica-
tion is a large and growing fraction of the total power
budget. Third, recent breakthroughs in the field of silicon
photonics suggest that the integration of optical elements
with CMOS electronics is likely to become viable in the near
future.

The intersection of these three factors suggests that

silicon photonic technology can be used to construct NoCs,

offering a promising low-power solution for high-perfor-

mance on-chip communication. The design of photonic

NoC presents interesting and challenging problems. To

address these problems, we proposed a hybrid NoC

microarchitecture that combines a photonic circuit-

switched network with an electronic packet-switched net-

work so that each technology is used advantageously:

photonics for bulk-data transmission and electronics for

network control. Electronic packets are used to establish

transparent lightpaths that carry high-bandwidth optical

messages across a network of broadband optical switches.
The proposed microarchitecture has been analyzed and

optimized through extensive simulations: a torus topology,

augmented with multiple paths and gateway access points,

has been shown to provide large average transmission

bandwidth and low latency while avoiding injection-

triggered deadlocks. Techniques of recovering from inter-

dimension deadlocks were also suggested. Several perfor-

mance-related parameters were modeled and simulated

and their effects on the bandwidths and the message

latency were quantified. A power analysis was conducted,

demonstrating the potential power reduction of the

proposed design over traditional NoCs. When very large

bandwidths are required, the power dissipated on intrachip

communication can easily exceed 100 W in regular

electronic NoCs. The proposed photonic NoC can poten-

tially reduce this figure to a few watts.
From the photonic NoC design and optimization view-

point, there is still much work that can be done. The POINTS

simulator can be used to further explore the vast photonic
NoC design space and evaluate modification to the flow
control, topology, switch design, and routing algorithms.

Most importantly, real computing applications need to
be mapped on the network model to generate traffic
patterns that accurately represent real cases. Scientific
benchmarks or real applications should be used to validate
the network design and assist in exploring routing
algorithms, topology, flow control, and other design
decisions. Much of this is ongoing work as we plan to
address many of these challenges in follow-up publications.

The technology required to implement the photonic
devices (PSEs and 4� 4 switches) and their integration in
large-scale NoCs is still immature. We have carefully
reviewed the recent major progress made in both academia
and industry and we expect that, within a small number of
years, the enabling technologies will gradually become
available to the designers of silicon-integrated circuits.
Detailed study of other design issues such as process
integration, design complexity, and area overhead is also
important to evaluate the feasibility of this project and is an
interesting area for future research. Based on our continuous

interactions with researchers working on silicon photonic

devices, we believe that, to have a system-level perspective

on how they can be composed in a future NoC is of critical

importance to their design. This paper aims at laying the

groundwork for future research progress by providing a

complete discussion of the fundamental issues that need to be

addressed to design a photonic NoC for CMPs.
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